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SUMMARY

This paper presents the numerical results concerning the adaptation of the non-linear Galerkin method
to three-dimensional geophysical fluid equations. This method was developed by Marion and Temam to
solve the Navier–Stokes two-dimensional equations. It allows a substantial decrease in calculation costs
due to the application of an appropriate treatment to each mode based on its position in the spectrum.
The large scales involved in the study of geophysical flow require that the earth’s rotational effects and
the existence of a high degree of stratification be taken into account. These phenomena play an important
role in the distribution of the energy spectrum. It is shown here that the non-linear Galerkin method is
very well-suited to the treatment of these phenomena. First, the method for the particular situation of a
rigid-lid with a flat bottom is validated, for which the functional basis used is particularly well-adapted.
Then the more general case of a domain exhibiting variable bathymetry is presented, which necessitates
the use of the transformation s, thus providing a study domain with a cylindrical configuration.
Copyright © 1999 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The aim of the present study is to solve the equations that rule the three-dimensional flow of
geophysical fluids. This resolution is based on the characteristics of a special basis initially
developed to solve shallow water equations and which satisfies the impermeability type
boundary conditions [1,2]. The authors use an extension of this basis to the three-dimensional
cylindrical domains to solve the geophysical equations by the classical Galerkin method.
Although the basis is well-adapted to solving the equation system, the presence of non-linearity
within the system leads to very high simulation costs.

Marion and Temam developed a variation of this Galerkin method that takes into
consideration the spectral characteristics of flow: the non-linear Galerkin method (NLG). A
certain number of adaptations of this NLG method have been carried out, mainly in the
solution of the two-dimensional Navier–Stokes equations [3–5].

In a previous study, the authors adapted this method to solve shallow water equations
expressed in terms of height and velocity [6]. The results revealed that, although this method
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allows substantial gains when processing non-linear terms, it can also be influenced by the
large spectral distribution generated by the Coriolis force. In the present study, an adaptation
of this method to the three-dimensional flow is proposed.

First, the model under study and the characteristics of the special basis used are presented.
Then the case of a domain possessing a flat bottom and for which we suppose to verify the
rigid-lid hypothesis is described. This particular case allows the authors to avoid those
obstacles involved in the determination of water depth in addition to the transformation of the
horizontal diffusion operator, which is awkward to implement. A series of numerical experi-
ments allows a comparison to be made between the NLG method results and those generated
in the classical manner.

In the second part of this study, the general case that corresponds to a domain with variable
bathymetry is presented, for which the use of a s-type geometrical transformation is necessary
in order to use the special basis. This transformation allows the study domain to be modified
so as to give it a cylindrical configuration, and also allows other difficulties, such as those
linked to the presence of a free-surface boundary, to be avoided.

1.1. Position of the problem

1.1.1. Notations. Vx is the fluid surface at rest, Vx is a bounded open of R2 of boundary g.
The depth of the domain, denoted H(x, y) is a strictly positive regular function defined on Vx.
The fluid surface is a free-boundary denoted z(x, y, t). The fluid thus occupies a variable
domain V(t) defined by

V(t)={(x, y, z); (x, y)�Vx, z� ]−H(x, y), z(x, y, t)[}. (1.1)

The boundary of this domain is denoted G(t), G(t)=Gs(t)@Gf@Gl(t), where Gs(t), the
free-surface of the domain, is defined by Gs(t)=Vx×z(x, y, t), Gf, the bottom of the domain,
is defined by Gf=Vx×H(x, y) and a lateral boundary, Gl(t), is defined by Gl(t)=Gl=
{(x, y, z); (x, y)�Vx, z� ]−H(x, y), z(x, y, t)[} (see Figures 1 and 2).

Vertical velocity plays a particular role in geophysical fluids. Thus, V(ux, uy, 63) is noted as
being the velocity of the fluid and u(ux, uy) as being its horizontal component.

The buoyancy term is represented by the variable b(x, y, z, t), which expresses the density
variations r of the fluid with respect to its reference value r0. These variations depend on
salinity and temperature.

m and n represent the coefficients of the turbulent dispersal in the horizontal plane and in the
vertical direction respectively.

The authors write ( · , · ) and  ·, the scalar product and the norm in L2(V) and L2(V)2 and

Figure 1. Study domain at rest (z=0), cross-section.
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Figure 2. Vertical section of the domain.
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1.1.2. Geophysical fluid equations. The authors use the equations that describe the three-di-
mensional flow of geophysical fluids presented in [7,8]. These equations are obtained by
conserving the different state variables, including momentum, temperature, salinity and mass.
They take into consideration the Boussinesq hypothesis that allows the variations in fluid
density to be neglected, with the exception of those encountered in the pressure gradient. The
quasi-hydrostatic hypothesis is then applied. This hypothesis allows the replacement of the
vertical velocity equation by a hydrostatic equilibrium equation.

These equations are expressed in the following manner
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V=u+63ez; q=
p
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+gz and b= −
r−r0

r0

g, (1.6)

where g is the acceleration of gravity, v is twice the vertical component of the earth rotation
vector, p is the pressure at the upper surface of the ocean and q the generalized pressure. A
Cauchy–Kovalevsky-type system [9] is obtained by integrating at water level the diagnostic
equations (1.4) and (1.5).

1.1.3. Boundary conditions. In order to simplify the present study, the authors will limit it to
the particular case of a closed domain (with all boundaries being impermeable). The classical
Dirichlet conditions (u=0) associated with the Navier–Stokes equations are not applied to
these solid boundaries but rather impermeability type conditions (u ·n=0) that are more
suitable to geophysical fluid equations [10]. This condition is not sufficient and thus, a
condition concerning the tangential component at the boundary is included [11].
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If nh is defined as the horizontal component of the exterior normal, then the boundaries are
written as [12]
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where t s represents the effect of wind, tb describes the bottom friction, CD, the ‘drag
coefficient’, is assumed to be constant and Fb describes the scalar fluxes at the surface.

At the surface, the condition on the tangential component is particularly important as it
describes the effects of wind stress. At the other boundaries, the conditions exert less of an
influence on the global solution and are chosen homogenous for reasons of simplicity.

1.2. Basis

The authors took into consideration two possibilities in order to circumvent the difficulty
linked to the presence of a free-surface. The first of these possibilities involves the addition of
another hypothesis imposing a fixed surface, which is a reasonable hypothesis in certain cases.
The flow must then satisfy an additional non-local constraint [9], the numerical implementa-
tion of which is only easily achievable on flat bottoms.

The second approach consists of applying the transformation s that allows work on a
cylindrical domain. The latter approach is more general, although the numerical solving is
more problematic.

For both of these approaches, the resolution domain is a cylinder whose height is one unit
(V=Vx× ]0, 1[).

1.2.1. Special basis for 6elocity. The following functional space to the fluid velocity is defined

V=
!

8�L2(V)2/div 8�L2(V), curl 8�L2(V),
(8

(x3

�L2(V)2; 8 ·n=0 on G
"

. (1.7)

V, equipped with its natural norm, is algebraically and topologically included in H1(V)2 if the
domain is smooth enough [1].
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A basis of this functional space can be obtained by extending the results generated by the
study of shallow water equations that are briefly recalled below.

It is supposed that Vx simply connects to simplify. Let {pi} and {qi} be the two orthogonal
basis obtained by solving respectively, the two following scalar problems [1]

Pg :
!−Dp=lp

grad p · n=0
in Vx

on g
, Pr :

!−Dq=mq
q=0

in Vx

on g
.

An orthogonal basis of L2(V) and V is obtained, given by

{grad pi cos( jpx3); i�N*, j�N}@{Curl qi cos( jpx3); i�N*, j�N},
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It should be noted that when the domain Vx is not simply connected, then the set of the
divergent and curl nil functions are not reduced to zero. Then, to the above set, an orthogonal
basis of the functional space associated with the eigenvalue zero must be added [1]. The
dimension of this space is equal to the number of islands and its study does not present any
inherent difficulties.

1.2.2. A few characteristics. The authors dispose of the following characteristics, which are
particularly useful to the numerical solution

{grad pi cos( jpx3); i�N*, j�N} is a basis of {8�V; curl 8=0},

{Curl qi cos( jpx3); i�N*, j�N} is a basis of {8�V; div 8=0}.

The barotropic component of flow corresponds to the mean velocity of the water column.
The characteristics of the basis allow an easy access to this component. One only needs to
eliminate the fluctuations about this mean by eliminating the modes for which j"0. The
baroclinic component represents the fluctuations about this mean value.

Finally, for the rigid-lid hypothesis, the authors have indicated the presence of a non-local
constraint. This constraint is described by the relationship

div
�

H
& 0

−H

u(x, y, z) dz
�

=0. (1.8)

For the case of a flat bottom, it is easy to take from the above described basis, a basis that
satisfies this constraint. There is need only to eliminate the barotropic component whose
divergence is not zero.

1.2.3. Ele6ation basis. The function representing the elevation is a scalar function defined on
Vx. It will be approach by using an orthogonal basis of H1(Vx) that is built on the set of
functions {pi}, solutions of (Pg). The choice of this basis seems to be the most natural one, but
it brings some very strong properties to the barotrope velocity elevation coupling [6], which
will be described in the last section of this paper.

1.2.4. Basis for the other scalar 6ariables. The scalar terms are approached by using a basis
of H1(V). This basis can be obtained from the spectral problem (Pg). By using the properties
of the space tensorial product, one can deduce that the set
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{pi cos( jpx3); i�N*, j�N} (1.9)

forms an orthogonal basis of H1(V) and L2(V). The choice of this basis will give rise to strong
properties to the velocity–pressure coupling.

2. APPROACH FOR A PARTICULAR CASE: HYPOTHESIS OF A RIGID-LID AND
A FLAT BOTTOM

It is assumed that the study domain presents a flat bottom. If this is the case then the properties
of the special basis allows the use of the rigid-lid hypothesis, which simplifies solving the
problem. In particular, the authors do away with the solving of a non-linear hyperbolic
equation describing the surface evolution. Thus, z(x, y, t)=0 is obtained for all values of t.

2.1. Sol6ing using the Galerkin method

2.1.1. Weak formulation. Set (u0, b0)�L2(V)2×L2(V); thus, (u, b), the solution of�(u
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is sought. The existence of a solution to this weak problem has been demonstrated by Lions
et al. [9].

2.1.2. Seeking an approximate solution. The authors search {un(x, t), bm(x, t)} for an
approximate solution to the above equation system. To do this, they use the following
decompositions

un(x, t)= %
n

i=1

Xi(t)8i(x), (2.3)

bm(x, t)= %
m

i=1

Yi(t)fi(x), (2.4)

and hence

63n
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z

fi(x, y, s) ds+
Pa
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. (2.6)

The solution to the equation systems (2.1) and (2.2) can be approached by solving the system
made up of (m+n) first-order differential equations having constant coefficients, which is
written in the following way:
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X: i= %
n

j=1

XjXX(i, j )+ %
m
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YjXY(i, j )+ %
n

j=1

%
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Y: i= %
m

j=1

YjYY(i, j )+ %
n

j=1

%
m

k=1

XjYkYXY(i, j, k), (2.8)

Xi(0)=Xi0; Yi(0)=Yi0; (2.9)

where the terms XX, XY, XXX, YY and YXY are constant and represent integrals on the study
domain of basis function combinations.

2.2. Non-linear Galerkin method

2.2.1. Spectral beha6iour. One of the difficulties in simulating turbulent flow is linked to the
presence of a wide range of interacting scales. Simulation thus necessitates that a large number
of degrees of freedom be taken into account. This leads to important calculation costs due to
the presence of non-linear terms.

Inspired by the results obtained to solve of the Navier–Stokes equations by using the
non-linear Galerkin method, the authors will deduce simplified behavioural laws for the
smallest structures set in motion. In the Navier–Stokes equations, only the non-linear terms
are responsible for these extensive scale variabilities. Conversely, the equations presented here
exhibit transfer sources that are more varied. Nevertheless, there exists an energy cascade that
is similar to that observed in the Navier–Stokes equations, and from which one can provide
the main principle by using the description given by Charney [13] (see Figure 3).

Every mode undergoes constraints due to the wind. Even if it is assumed that this wind is
fairly constant, there is still an infinite number of modes stimulated by the boundary
conditions. These modes will exhibit a different behaviour with respect to this stimulation
based on their position in the spectrum. They can be grouped into three categories:

At the largest scales, the flow is essentially two-dimensional (barotropic component). These
barotropic modes are not very sensitive to viscous dispersal due to their position in the low
frequencies. They transmit their energy mainly in the two following ways:

Figure 3. Energy spectrum according to Charney.
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– at modes of greater dimension, through an inverse kinetic energy cascade. The surplus
energy is then dispersed by the boundaries conditions.

– at modes of smaller dimension, through an enstrophic barotropic cascade. This energy is
then dispersed by viscous constraints.

At the medium scales, it is the barocline modes that are excited. These modes will principally
redistribute their energy as a baroclinic energy cascade, thus transporting the energy to the
viscous dispersal area. This cascade is similar to the energy cascade predicted by Kolmogorov
for Navier–Stokes equations. These modes also contribute to the apparition of potential
energy via a destabilization of the pressure field stratification.

Finally, at the very small scales, the energy provided by the surface forces is insufficient to
oppose the viscous dispersal constraints.

In the geophysical flows, the distribution of energy through the baroclinic, barotropic
entrophy and inverse barotropic energy cascades originate mainly from the force of Coriolis
and the pressure gradient. The non-linear advection terms have a minor role if the dimensions
of the domain are large enough. Indeed, the ratio between the non-linear terms and the force
of Coriolis is the Rossby number, defined as

Ro=
Non-linear terms
Force of Coriolis

=
U

vL
.

For typical values U�1 m s−1, v�10−4 s−1 and L�106 m, the Rossby number is in the
order of 10−2 [14]. Thus, the advection terms occurring in the calculation of velocity can often
be omitted.

The phenomena just described allows the schematization of the total energy exchanges
within the flow. To these exchanges must be added the balance that occurs with the pressure
terms. The spectral presentation of the scalar terms reveals the presence of a cascade similar
to that observed for velocity [15]. It is mainly the presence of these cascades generated by the
dispersal effects that justifies the utilization of the non-linear Galerkin method.

2.2.2. Method description. Marion and Temam used these dispersal properties of the
equations to develop a new numerical method. Indeed, the Galerkin method is based on a
spectral representation of flow and if the energy cascade is taken into account while solving the
problem then an appropriate treatment can be applied to each mode based on its location in
the spectrum. The more distant modes in the spectrum represent small size structures that have
little energy and possess a small range of variability. These structures show very short response
times and practically ‘adhere’ to the evolution of the larger structures [16]. It is costly and often
very difficult to seek to accurately represent these structures. It is preferable to simply extract
from them the most essential information that is capable of modifying the large scale flow
behaviour. If care is taken to limit the losses of information on the small structures, e.g. if
these losses are in the order of the precision of the numerical integration method, then the
result of simulation is comparable in terms of quality with that generated using the classical
Galerkin method. The savings in calculation costs can be very high when using a simplified
and linearized expression of small structure evolution. This method generally generated a
better numeric stability by eliminating the oscillation interferences associated with the small
structures.

For the geophysical flow, the modelling of phenomena occurring at scales below the spatial
or temporal discretization remains highly approximated. The NLG method is used to take into
consideration the smaller structures, thus allowing a better approach of the solution and at a
reasonable cost.
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2.2.3. Selection of the cut-off frequencies. To use the NLG method, a cut off frequency must
be identified, which is identified by the index n1 (or m1) of the associated eigenfunction and
which allows the separation of the small and large components. This frequency depends on the
flow kinetics and can vary substantially over time. Among the different two-dimensional
resolution methods tested, that which compares the kinetic (or potential) energy ratios of the
small and large components to a reference value was retained. A different cut-off frequency is
associated with each unknown.

In the following, the small components are presented by topping them with the symbol . .
For n and n1 (respectively m and m1), which belong to N, n1Bn (respectively m1Bm), the

following projection operators are defined

� Pn 1
the projection L2(V)2 on the space generated by the functions 81, . . . , 8n 1

.
� Qn 1

the projection L2(V)2 on the space generated by the functions 8n 1+1, . . . , 8n.
� Pbm 1

the projection L2(V) on the space generated by the functions f1, . . . , fm 1
.

� Qbm 1
the projection L2(V) on the space generated by the functions fm 1+1, . . . , fm.

We write un 1
=Pn 1

(u), ûn 1
=Qn 1

(u), bm 1
=Pbm 1

(b), b. m 1
=Qbm 1

(b) as well as Vn 1
=un 1

+63n 1

and V. n 1
= ûn 1

+ 6̂3n 1
where 6̂3n 1

=63n
−63n 1

.
The cut-off frequencies are then obtained by taking the smallest values of n1 and m1 that

satisfy the following ratios

Ec(V. n 1
)

Ec(Vn 1
)
Bou,

Eb(b. m 1
)

Eb(bm 1
)
Bob, (2.10)

where ou and ob are values that represent the accuracy of the numeric integration diagrams
associated with u and b. Ec represents the kinetic energy associated with the flow and Eb is an
equivalent expression for the scalar terms.

By using the orthonormal characteristics of the basis presented in Section 1.2.1, in addition
to the fact that vertical velocity is also broken down on an orthonormal basis, one obtains

Ec(Vn)=
1
2

unL 2
2 +

1
2

63n
L 2

2 =
1
2

%
n

i=1

Xi
2+

1
2

%
i baroclinicBn

Xi
2)& 1

z

div(8i(x, y, s)) ds
)2

,

(2.11)

Eb(bm)=
1
2

bmL 2
2 =

1
2

%
m

i=1

Yi
2. (2.12)

We write Dt as the temporal discretization step and define t=nblok � Dt as the temporal
period (corresponding to nblok time steps) during which the small components of the flow (ûn 1

and b. m 1
) are assumed to be constant (Figure 4).

It is assumed that at time tj, the values of all of the coefficients Xi and Yi are known. This
instant is taken as a starting point of the NLG method. In the sections below, the method used
to evaluate the different terms over the time interval [tj, tj+t ] discretized into nblok segments
with a length of Dt, will be indicated.

2.2.4. Application to the non-linear terms of 6elocity ad6ection. The advection terms present
in the momentum equation are processed in the same way as in the Navier–Stokes equations
[3]. The authors will briefly recall the general outline of this procedure.

It is noted that B(un, un) is the non-linear term and the velocity decomposition indicated
above is applied

B(un, un)=B(un 1
, un 1

)+Bint(un 1
, ûn 1

); (2.13)
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Figure 4. Evolution of the cut-off frequency n1.

where

Bint(un 1
, ûn 1

)=B(un 1
, ûn 1

)+B(ûn 1
, un 1

)+B(ûn 1
, ûn 1

) (2.14)

represents the sum of the interactions in which the small structures appear.
The theoretical results obtained by Foias et al. [17] allow the demonstration that the

evolution of ûn 1
is small if the value n1 is chosen large enough. It is then possible to consider

the influence of Bint(un 1
, ûn 1

) as being constant for short time periods [5].
If the energy cascade is taken into account, then it is reasonable to assume that the

component B(ûn 1
, ûn 1

) is an order of magnitude lower than the components B(ûn 1
, un 1

). This
hypothesis has been experimentally validated in two-dimensional equations for a value of n1

that is large enough.
An estimation of the non-linear terms (TNL) during the assessment of the large structures

is given by the equation

TNL(t+Dt)=
& t+Dt

t

Pn 1
(B(un 1

(u), un 1
(u)) du+DtBint(un 1

(tj), ûn 1
(tj))). (2.15)

At time tj+t, the estimation of the small components of flow is based on a simplified law that
only uses the interactions amongst large structures

�TNL(tj+t)=tQn 1
(B(un 1

(tj+t), un 1
(tj+t))). (2.16)

2.2.5. Application to the non-linear terms of pressure ad6ection. The pressure advection term
can be treated in the same way as the velocity advection term. Indeed, if C(un, bm) is written
as being this term and if it is applied to the decomposition of the two unknowns, the following
expression is obtained

C(un, bm)=C(un 1
, bm 1

)+Cint(un 1
, bm 1

), (2.17)

with

Cint(un 1
, bm 1

)=C(ûn 1
, bm 1

)+C(un 1
, b. m 1

)+C(ûn 1
, b. m 1

). (2.18)

This term is very similar to that examined in the previous paragraph and an identical treatment
is applied to it. The authors note, however, that the advection of scalar magnitudes plays a
more important role than the one of velocity in geophysical fluids. It allows a distortion of the
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fluid stratification, which even if this deformation remains weak, generates important horizon-
tal pressure gradients.

Since ûn 1
and b. m 1

are small as compared with un 1
and bm 1

, it is reasonable to assume that
the influence of component Cint(un 1

, bm 1
) is low in comparison with that of component

C(un 1
, bm 1

) (for values of n1 and m1 that are large enough). The authors then apply to
Cint(un 1

, bm 1
) the same hypothesis that was applied to Bint(un 1

, ûn 1
).

In the same way, in the calculation of Cint(un 1
, ûn 1

), the term C(ûn 1
, b. m 1

) is an order of
magnitude lower than the other two terms and can be omitted.

The expressions retained for the calculation of the scalar advection terms are thus as follows:

TADV(t+Dt)=
& t+Dt

t

Pbm 1
(C(un 1

(u), un 1
(u))) du+DtCint(un 1

(tj), b. m 1
(tj)), (2.19)

�TADV(tj+t)=tQbm 1
(C(un 1

(t+t), bm 1
(t+t))). (2.20)

TADV represents the advective component for the large scalar modes and �TADV is the
advective component intervening in the evaluation of the small scalar structures.

These estimates are validated by the obtaining of simulation results comparable with those
generated by the classical Galerkin method.

2.2.6. Application to the Coriolis term. If the total energy balance of flow is considered, then
it can be established that the Coriolis force does not contribute to this balance. Nevertheless,
its role in the transfer of energy in geophysical flow remains fundamental. The Rossby number,
which is generally lower than 1%, indicates that the energy exchanges that originate from the
Coriolis force are much more important than are those generated by the advective terms.

The Coriolis force is perpendicular to the flow and generates an energy cascade in the same
way as the non-linear advection terms. This cascade is responsible for the development of
complicated structures, the simplest expression of which is given by the Ekman spiral.

The special basis described in Section 1.2.1 is particularly well-adapted to represent velocity
since it was constructed to satisfy the impermeable boundary conditions. But with the Coriolis
force being orthogonal to the velocity, more modes are needed for a better representation of
this term. For this reason, the GNL method is well-adapted to these equation even if the
non-linear terms are neglected.

To obtain the simplified interaction laws existing between the large and small structures,
three important observations must be made.

� Since the operator a brings about a rotation of p/2, one obtains (a(8k), 8k)=0.
� The operator a only acts on the horizontal component of velocity and leaves its vertical

component unchanged. Coupling between the modes can only occur between modes that
possess the same vertical component. They are therefore two-dimensional.

� The typical scale associated with the Coriolis force is roughly the same as that associated
with velocity as these two fields only differ by a rotation. The spectrum of the Coriolis force
thus exhibits a cascade similar to the kinetic energy cascade.

By taking these characteristics into consideration in the numeric method, there is need only
to retain the following expression for the assessment of small components

�FC (tj+t)=tQn 1
(v� (un 1

(t+t))). (2.21)

During the assessment of the largest components, it is necessary to keep the influence of ûn 1
,

as this term over long periods of time can modify the flow at the large scale. The role of this
term is thus similar to that of the term Bint(un 1

, ûn 1
) in the assessment of non-linear terms. As

it only depends on ûn 1
, this term is constant over the interval [tj, tj+t ] and one has
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FC(t+Dt)=
& t+Dt

t

Pn 1
(v� (un 1

(u))) du+DtPn 1
(v� (ûn 1

(tj))). (2.22)

2.2.7. Application to the horizontal pressure gradient. The horizontal pressure gradient is the
result of a modification in fluid stratification that is linked to both the flux conditions at the
surface and to the advective transport of the scalar variables. A balance becomes established
between the movement of kinetic energy and the potential energy associated with this
modification in stratification. When the pressure decomposition is applied in the form of large
and small components, the pressure gradient can be written in the following way

9qn=F(bm 1
)+F(b. m 1

). (2.23)

The choice of the scalar basis built by using the eigenfunctions associated with the problem
(Pg) (Section 1.2.1) gives very strong characteristics between the equation vector and scalar.
Indeed, one has the following scalar products�

grad pi
& 1

x 3

cos( jpj) dj ; grad pr cos(spx3)
�

, (2.24)

as the {grad pi} forms an orthogonal basis. These term are zero if i is not equal to r.
The authors apply the NLG method by evaluating the pressure forces using the following

expressions

FGQ(t+Dt)=
& t+Dt

t

Pn 1
(F(bn 1

(u))) du+DtPn 1
(F(b. n 1

)(tj)), (2.25)

�FGQ(tj+t)=tQn 1
(F(bn 1

(tj+t))); (2.26)

where FGQ represents the horizontal pressure gradient contribution on the larger structures
and �FGQ represents that of the smaller structures.

2.2.8. Application to the diffusion terms. When the diffusion coefficients are constant over the
entire study domain, then the three-dimensional diffusion operator commutes with the
projection operator L2. Hence, this diffusion operator does not generate coupling between the
different modes. Implementing a squaring method allows, in this case, the precise integration
of the diffusion. Thus, for a coefficient Xi, to which is associated a horizontal mode grad pix
(or Curl qix

), of eigenvalue lix
and a vertical mode cos(izpz) associated with the eigenvalue

(izp)2, the integration between the times tj and tj+1 is written

Xi, j+1=e−k2DtXi, j+
�1−e−k2Dt

k2

n
fi({Xlx,j+1}15 lx5n, {Yly, j+1}15 ly5m),

(k2=mlix
+n(izp)2), (2.27)

where fi represents the totality of the terms intervening in the equation with the exception of
the diffusion terms and k2 is the eigenvalue associated with the three-dimensional mode.

Although the horizontal diffusion operator for geophysical fluids is generally considered to
be constant, it is nonetheless common practice to use a finer modelling to represent the vertical
effects. In the simplest cases, this modelling consists of defining a vertical profile of viscosity
variations [18]. In more elaborate models, this modelling involves the calculation of this
diffusion according to flow [19,20]. The application of this varying vertical viscosity is a source
of energy exchanges, the nature of which is strongly linked to the viscosity profile. It is
nevertheless possible to integrate the mean diffusion value by the formula given below. The
fluctuating value is thus added to the function fi.
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This method is particularly efficient in the evaluation of small structures to which a high
level of diffusion is associated. It allows the use of a larger integration step without generating
too much numeric instability.

2.2.9. Classification of the eigenfunctions. The authors have not yet explained the manner in
which the functions of the basis are classified. For the problem of shallow water, the natural
classification is obtained by sorting the eigenvalues of problems (Pr) and (Pg) in increasing
order. During the extension of the basis of the three-dimensional problem, however, they must
add the effect of the vertical component. The most natural classification is, therefore, a
classification based on increasing eigenvalues of the three-dimensional diffusion operator
mD+n((2/(z2).

This classification is easy for the case of a domain possessing a flat bottom with a constant
vertical diffusion coefficient. If this fluid has a variable vertical diffusion profile then the value
n is replaced by its mean value on the domain. It is based on this classification that the large
and small components are distinguished.

In much the same way, the three-dimensional modes of the scalar basis are classified in
increasing order of the three-dimensional operators eigenvalues mbD+nb((2/(z2).

2.3. Resolution algorithm

The resolution of the differential equations system is the only step that differs between usual
and non-linear Galerkin method. The auhors describe this step.

1. The basis is constructed on the solutions to the spectral problems (Pr) and (Pg). These
problems are solved by using a finite elements code (ModuleEF, Inria). The utilization of
Hermit-type elements allows the direct access to the gradient and curl of the function
without having to resort to a numeric derivation algorithm.

2. The initial conditions, as well as those boundaries conditions at the surface, can be
obtained from experimental data but they are often provided in an empirical way.

3. The resolution of the equation system is based on an Euler scheme using a squaring
method to integrate the diffusion terms. The scheme is implicit for the larger structures and
explicitly for the smaller ones, these last structures only being expressed in relation to the
larger structures. The authors have added a determination model for the values n1 and m1

that is called upon every nblok time steps. The values of nblok, ou and ob are initial
parameters of the resolution.

The convergence criterion of the solution uses the comparison of the norm L2 of the velocity
and scalar fields between two successive iterations. The complete algorithm allows coupling
between the velocity and the pressure equation, this last term presenting slower dynamics. This
coupling is not presented in the following scheme. If it is noted that

fi=TNL+FC+FGQ+Pn 1
(t s−tb),

f. i=�TNL +�FC +�FGQ+Qn 1
(t s−tb),

gi=ADV+Pbn 1
(Fb),

ĝi=
�ADV+Qbn 1

(Fb),

k2=mlix
+n(izp)2

and

kb
2=mblix

+nb(izp)2,

then the numerical scheme can be presented in the following manner
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Figure 5. Simulation domain.

2.4. Numerical application

2.4.1. The studied domain and boundaries conditions. The choice of a square shaped study
domain allows the eigenfunctions that are the solutions to the spectral problems (Pr) and (Pg)
be directly obtained (which are hence sine and cosine function combinations). This in no way
restricts the generality presented below and helps eliminate the numerical errors generated by
the approximation of the eigenfunctions.

The length L0 of this domain is 1000 km, which corresponds more or less to the dimensions
of the western Mediterranean. The bathymetry H(x, y), which is constant in this first
approach, is in the order of 1000 m (see Figure 5).

For a domain of this size, the flow is mainly governed by the balance existing between the
Coriolis force and the pressure forces. The advection terms for velocity can be omitted as the
Rossby number is in the order of 10−3. In order to reveal the energy distribution generated by
the other flow components, the authors have not taken these velocity advection terms into
consideration. Conversely, they play an important role in the pressure evolution equation.

The authors seek here the asymptotic solution that corresponds to forcing, which is constant
over time. The surface boundary conditions at the limits correspond to a west wind of 10
m s−1 and to a relaxation condition for the constant buoyancy. These simple conditions allow
the main characteristics of geophysical flow be obtained, while at the same time retaining a
solution that is smooth enough to be represented on a ‘small’ number of modes.

The study domain is assumed to be situated at a latitude roughly identical to that of the
Mediterranean for which the range of the Coriolis force is in the order of 10−4 rad s−1.

2.4.2. Spectrum analysis. Observation of the energy spectrum is the most suitable criterion to
ensure that the simulation represents a coherent flow. If this spectrum does not present a
sufficient decrease and if the smallest modes play an important role, then simulation results
cannot be considered as being satisfactory. The spectral range used to represent flow is thus
not large enough and the energy that should be dissipated naturally at a smaller scale is
dissipated at the cut-off frequency by an increase in the intensity of these modes [15].

From a practical point of view, it is difficult to increase the width of the spectral range (the
NLG was developed to achieve this). Thus, the only way of improving the quality of the
simulation is to increase the viscosity of the fluid. The viscosity coefficient used is usually of
a greater magnitude than that of turbulent viscosity and allows the modelling (rough
approximation) of dissipation beyond the cut off frequency.
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Figure 6. Spectrum of u.

For the simulations presented here, the authors have used 1000 three-dimensional modes.
Due to the splitting of the basis into two (one part into a gradient and the other into a curl),
only those structures possessing a minimum length of one fifth of the domain length can be
presented. In the vertical direction, the scale of representative length is in the order of one
tenth of the height. This detail seems necessary in order to correctly represent the pronounced
gradients in the surface layer.

Details of the same order of magnitude on the scalar fields necessitates the use of
approximately 500 modes. Thus, even if the characteristics proper to the vertical component of
the basis are used, it is close to 20 million coefficients that must be stocked and as many loops
carried out for each evaluation of the scalar advection terms.

In Figure 6, the authors have represented the shape of the kinetic energy spectrum when the
asymptotic solution has been reached. This spectrum is consistent with that produced by
Charney [13]. The decrease of the spectrum, however, was only obtained by using a horizontal
viscosity coefficient of 105 and a vertical viscosity coefficient of 10−2. These values are higher
than those given in the literature and are linked to the limited spatial discretization. In Figure
7, they have represented the scalar spectrum of the asymptotic solution. In this figure, a rapid
decrease can be seen but which is less strong than that observe for the kinetic energy spectrum.
The most significant modes are those affected by the relaxation condition at the surface. The
other modes are only affected by the advection terms.
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2.4.3. Effect of the different terms. The following figures present the relative effects of the
different terms that appear in the momentum equation. On this occasion, the authors have
chosen to classify the modes in increasing order of appearance in the spectrum while also
distinguishing from modes possessing multiple natural values. In Figure 8, they have repre-
sented the absolute value of 	Gs

t s8i dGs according to the mode i. This term represents the
influence of the limit conditions (wind) on the evolution of the mode i, that the entire spectral
range is influenced by the wind. All of the modes possessing the same horizontal component
are subjected to the same influence by external forces (with the exception of the barotrope
component, which possesses one multiplicative coefficient more or less).

In Figure 9, it can be observed that the highest frequencies almost completely dissipate this
energy (diffusion is almost equal to excitation), whereas at the lowest frequencies this energy
is only partially dissipated, the rest being redistributed to the flow. Diffusion is also observed
occurring on a large number of modes that are indirectly excited by the various couplings.

The two following spectra (Figures 10 and 11) represent the influences of the Coriolis force
and that of the pressure gradient in the equations respectively. These two terms are dominant
in domains of very large dimension (oceans) in which they represent the geostrophic balance.
In the present case, it should be noted that they play a fundamental role in the distribution of
energy. The influence of the Coriolis force decreases with decreasing frequencies, although this

Figure 7. Scalar spectrum.
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Figure 8. Distribution of t s.

influence remains important in the calculation of the smallest structures. The kinetic energy
spectrum does indeed indicate that the Coriolis force mainly originates from the lower
frequencies of the spectrum, which are those frequencies possessing the most energy. In the
simulation carried out, the pressure gradient greatly influences a small number of modes. This
is due to the particularly simple shape of the surface relaxation condition dictated by
buoyancy. For the case of a simulation of the Mediterranean, the temperature conditions are
sufficiently homogeneous at the surface and the results should be largely similar. It is thus
reasonable to only consider the main components of the scalar field in the estimation of
velocity. Finally, the last spectrum which is observed in this simulation corresponds to the
influence of the advection terms in the buoyancy equation (Figure 12). This influence is seen
to decrease exponentially. The spectra examined above are identical for both the classical
Galerkin and NLG methods.

The elimination of modes greater than n1 for velocity and m1 for the scalars allows the same
spectrum of influence to be obtained.

2.4.4. Results relati6e to use of the NLG method. Figure 13 presents the variation of
parameter n1 during the simulation (assessed every ten time steps). These variations correspond
to values of parameters ou and ob of 5·10−0.2 that appear to be the most suitable for the
simulations carried out, the period during which the variation of the small scales are ‘frozen’
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is fixed at ten time steps. The total kinetic energy contained in the ‘quasi-static’ modes is
always less than 5% of total kinetic energy. This represents an important saving of time in the
speed of calculation as, for each iteration, only 100 or 200 modes are estimated as opposed to
the 1000 modes initially provided for. It would appear that the parameter n1 increases slightly
during the simulation. It is mainly the evolution of the large structures, which start off at a
velocity at rest, that will generate smaller structures and lead to the increasing complexity of
flow (the very high diffusion phenomena, however, lead to the development of turbulence).

In Tables I and II, the authors have included the variations in the magnitude of Ec(u) and
Ep(b) at different moments in time for both the classical Galerkin and NLG methods. The
kinetic energy reaches its maximum level after the first 10 h, and subsequently decreases
slightly while Eb increases. A portion of the kinetic energy is transformed into potential energy
by destabilization of the stratification. The variation between the two calculation methods
remains very small and tends to become zero for the asymptotic solution. The asymptotic
convergence is obtained after 105 time increments of 102 s, which corresponds to 115 days in
real time (the CPU time is in the order of 28 h for the usual Galerkin method and 7 h for the
NLG method). The savings of approximately 75% on the number of operations is mainly
realized during the assessment of the non-linear advection terms.

Figure 9. Influence of diffusion.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 30: 577–606 (1999)



B. DI MARTINO AND P. ORENGA596

Figure 10. Influence of Coriolis.

2.4.5. Representation of the three-dimensional fields. In Figures 14 and 15, the authors
present a three-dimensional view of the velocity field at the edges of the domain as well as a
vertical section along the east–west axis. Classical results can be observed, such as the velocity
forming a 45° angle at the surface with respect to wind direction. This observation is in
agreement with the Ekman theory (Figure 16).

In the same way, a reversal of velocity according to the vertical can be observed in the
vertical section (Figure 15) that also corresponds to the Ekman spiral (Figure 16) and to a
deformation of stratification leading to the development of a pronounced thermocline (Figure
17) in the southeastern part of the domain (the surface layer is well-mixed).

3. STUDY OF A GENERAL CASE: USE OF THE s TRANSFORMATION

In this section, the authors present the more general case of a domain having a variable
bathymetry. In order to use the same special basis as was used for the case of a flat bottom,
a geometric transformation must be applied to the study domain so as to give it a ‘cylindrical’
shape (constant height).
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3.1. The equations transformed by s

The authors apply the following transformation

Í
Á
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y
z
�
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Í
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Ä

x1=x
x2=y

x3=
z+h

h

with h(x1, x2, t)=H(x1, x2)+z(x1, x2, t).

For example, the horizontal gradient of a function belonging to the transformed domain is
given by

9A=Ã
Ã
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Â
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,

Figure 11. Influence of the pressure gradient.
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Figure 12. Scalar advection.
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The equations in the domain transformed by s are thus as follows

(u
(t

+B(u, u)+va(u)=
1
h2

(

(x3

�
n
(u
(x3

�
−F(b)+mD(u), (3.2)

(b
(t

+C(u, b)=
1
h2

(

(x3

�
nb

(b
(x3

�
+mbDb(b), (3.3)

(z

(t
+9(h ū)=0, (3.4)

ū=
&

0

1

u dx3; u= ū+u%; 63=
&

x 3

1 9(hu%)
h

dj, (3.5)
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Figure 13. Evolution of parameter n1.

F(b)= −9
�

h
& 1

x 3

b(j) dj
n

+ [(1−x3)9H−x39z ]b+9
�Pa

r0

+gz
�

, (3.6)

where the functions D and Db represent horizontal dissipation.

3.2. Sol6ing using the Galerkin method

3.2.1. Weak formulation. The authors are unable to demonstrate the existence of a solution
to the problem examined. They will nevertheless seek an approximation to its solution
(assuming that such a solution exists).

Table I. Comparison of the kinetic energy

t Ec(u) (SI unit)

(days) GU (×1013) GNL (×1013) Difference (×1013)

−0.001738090.278555310.5 0.27681722
0.266189171 −0.001438870.26475030

3 0.26423784 −0.000713880.26352396
−0.001499610.261376820.2598772112

0.24173594 −0.007826358 0.24095331
0.22123632 −0.0002479115 0.22121153
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Table II. Comparison of the buoyancy norm

Eb(b) (SI units)t

(days) GU (×1017) GNL (×1017) Difference (×1017)

0.29365523 0.296328970.5 0.00267374
1 0.30785368 0.30735294 0.00050074
3 0.32141455 0.31875101 0.00266354

0.36078654 0.3599368312 0.00084971
58 0.41673693 0.41635970 0.00037723

0.42117398 0.42100591 0.00016807115

Given (u0, b0, h0), the authors then seek (u, b, h), the solution of�(u
(t

, 8k

�
−

1
2

(u2, div 8k)+ (curl ua(u), 8k)+
�
63
(u
(x3

, 8k

�
+ (va(u), 8k)

= − (F(b), 8k)+
&

Vx

�t s

h
8k(x, y, 1)−

tb

h
8k(x, y, 0)

n
dVx−

� ñ

h2

(u
(x3

,
(8k

(x3

�
+ (mD(u), 8k)

Ö8k�V, (3.7)

where 8k are elements of the basis defined in Section 1.2.1.

Figure 14. 3D view of the velocity field.
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Figure 15. Vertical section in the middle of the domain (y=500 km).�(b
(t

, fk
�

+ (u9b, fk)+
�
63
(b
(x3

, fk
�

=
&

Vx

Fb

h
fk(x, y, 0) dVx−

� ñb
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where the fk are the functions defined in Section 1.2.4.�(z
(t

, pk
�

− (ūh, 9pk)=0 Öpk�H1(Vx), (3.9)

where pk are functions that are the solutions of problem (Pg) with
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Figure 16. Ekman spiral at the centre of the domain.
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Figure 17. Brunt–Vaı̈sälä frequency in the southeastern section.
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3.2.2. An approximate solution. The authors seek (un(x, t), bn(x, it)hm(x, t)), the approximate
solution of the previous equations. They have the following decompositions

un(x, t)= %
n

i=1

Xi(t)8i(x), (3.10)

bm(x, t)= %
m

i=1

Yi(t)fi(x), (3.11)

hr(x1, x2, t)= %
r

i=1

Zi(t)pi(xi, x2). (3.12)

It is preferable to differentiate the barotrope component X( from the velocity and its barocline
component X%. The characteristic time associated with the surface waves are indeed much
lower than the characteristic times seen for the other phenomena that the authors wish to
examine.

The solution to the equation system can be approached by solving the first-order differential
equation system possessing the following constant coefficients

X(: i= %
n

j=1

XjXX(i, j )+ %
m

j=1

YjXY(i, j )+ %
r

k=1

ZjXZ(i, j )+ %
n

j=1

%
n

k=1

XjXkXXX(i, j, k),

(3.13)

X: i%= %
n

j=1

XjXX(i, j )+ %
m

j=1

YjXY(i, j )+ %
m

j=1

%
r

k=1

ZkXYZ(i, j, k)

+ %
n

j=1

%
n

k=1

XjXkXXX(i, j, k), (3.14)

Y: i= %
m

j=1

YjYY(i, j )+ %
n

j=1

%
n

k=1

XjYkYXY(i, j, k), (3.15)

Z: i= %
n

j=1

%
n

k=1

Xa jZkZXZ(i, j, k). (3.16)

The terms XX, XY, XZ, XXX, YY, YXY, XYZ and ZXZ are constant and on the study
domain, represent integrals of basis function combinations.
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3.3. The non-linear Galerkin method

3.3.1. The cut-off frequency. The numerical tests reveal that the kinetic energy associated
with the horizontal component of velocity is substantially higher than that of the vertical
component. A good approximation of the total kinetic energy is given by Ec(un). The choice
of the cut-off frequency associated with velocity is smaller than the value of n1, which satisfies:

Ec(ûn 1
)

Ec(un 1
)
Bou. (3.17)

During the uncoupling of the barotrope part described below, a cut-off frequency for the
barotrope component must be defined. This frequency is determined in much the same way as
for the shallow water equations by the value of n̄1, which satisfies the relationship

Ec(û̄n̄ 1
)

Ec(ūn̄ 1
)
Bou. (3.18)

The cut-off frequency associated with the elevation (written r1) is linked to n̄1 by a relationship
proper to the numeric method. In the absence of dissipation in the elevation evolution
equation, the numerical resolution necessitates the use of an equal number of grad pi functions
for barotropic velocity as of pi functions for elevation.

3.3.2. Barotrope–barocline uncoupling. The presence of the hyperbolic equation that de-
scribes the variations at the surface leads to taking into consideration the external gravity
waves that exhibit extremely high phases (tens of m s−1). The resolution of these waves
requires a small time increment in order to verify the CFL criterion, which represents a
substantial drawback to the numerical method.

The authors limit the costs linked to this constraint by implementing an uncoupling of the
resolution time increments between the barotropic and baroclinic components. They will solve
a system that includes the barotropic velocity and elevation equations by using a small time
step. To solve the more complete system, they will then use a larger time step.

The barotropic velocity is broken down in the following way:

ūn(x, t)= %
n1

i=1

X( i(t)8i(x)+ %
n

i=n 1+1

X( i(t)8i(x). (3.19)

The first sum (ūn 1
) represents the large barotropic structures, while the second (û̄n 1

) represents
the small barotropic structures.

The authors apply a decomposition of the same sort to the elevation h.

hr(x, t)= %
r1

i=1

Zipi+ %
r

i=r 1+1

Zipi. (3.20)

The first sum (written hr 1
hereafter) represents the large elevation structures, while the second

(which will be termed hr 1

�
) represents the small structures.

The authors write Phr 1
, which is the projection onto the r1 first pi functions and Qhr 1

, the
projection onto the (r−r1) following pi functions.

If DH is written as being the sum of the terms present in the momentum equation projected
onto the largest elevation components and DH. as the same sum projected onto the smallest
structures, then the following approximation can be used:

DH=
& t+Dt

t

Phm 1
(div(ūn 1

(u)hm 1
(u)))+Phm 1

(div(ūn 1
(u)h. m 1

(t))) du. (3.21)
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The numerical tests reveal that a good behaviour estimate for the small elevation components
is given by

�DH =DtQhn 1
(div(ūn 1

(t+Dt)hr 1
(t+Dt))). (3.22)

During the solving of the barotropic elevation system, the effect of the barocline component
is assumed to be constant and corresponds to the component calculated for the previous
barocline time increment.

3.3.3. Application of the NLG method to the diffusion operator. In Section 2.2.8, the authors
presented the application of the NLG method for the treatment of horizontal diffusion. The
properties of the operator allows the squaring method to be applied, which allows an accurate
integration.

During the transformation s, however, the projection operator L2 no longer permutes with
the horizontal diffusion operator. The horizontal diffusion thus becomes a source of energy
exchange in much the same way as the variable vertical diffusion. The authors propose the
following estimates, which yield satisfactory numerical results.

DIFF=
& t+Dt

t

Pn 1
(D(un 1

(u))) du+DtPn 1
(D(ûn 1

(t))), (3.23)

�DIFF =
& t+Dt

t

Qn 1

�
D
�

un 1

�
(u)

��
du+DtQn 1

(D(un 1
(t+Dt))). (3.24)

An identical expression is used for the diffusion operator associated with buoyancy.

4. CONCLUSIONS

In this study, The authors have applied the non-linear Galerkin method to geophysical fluids
in order to increase the level of spatial discretization. In this first step, They compared the
results generated by the CG and NLG methods in order to validate this approach and to
understand the fundamental mechanisms of mode coupling. In so doing, they have revealed the
presence of simplified laws of interaction in the estimation of the smaller flow components.
These are then expressed as being only a function of the largest components.

This approach allows a direct estimate to be made of these small structures, the effect of
which in total flow can be approximated to be quasi-static during ‘short’ periods of time. The
savings in time are partly due to the decrease in the mean number of calculations at each
iteration but also to the elimination of the numerical instabilities during the estimates of
coupling between small structures, which allows the implementation of a larger time increment.
In addition to being efficient in the estimation of non-linear terms, this method is also
interesting for the estimation of some linear terms. Indeed, even in the absence of non-linear
terms in the momentum equation, the Coriolis force and the pressure forces are responsible for
the distribution of energy over a large spectral band, which justifies the use of NLG method.

The NLG method can be considered to be a modelling of the exchanges occurring at an
intermediate scale between the large structures, explicitly solved by the equations, and the
small structures roughly modelled by the diffusion terms. This method does not correspond to
a modelling of turbulence but rather to a modelling of phenomenon of intermediate mesh.
Although the simulations presented in this document are performed by using simple geometric
shapes, it seems obvious that the use of a more complicated boundary will generate a greater
number of small sized vortexes. The NLG method, therefore, appears to represent an
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interesting approach in the near future as the calculation capacity remains well below the needs
of these types of simulations.

In the next step, the authors will show the numerical results in the case of the s transform
and the use of the non-homogeneous boundary conditions of open sea (see also [21]).
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